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ABSTRACT
Game studios aim to develop titles that deliver a fun and engaging experience for players. Playtesting promises to help identify opportunities to improve player experience and assist developers in achieving their design intent. However, a lack of research on the added value of playtesting means that many studios are still uncertain about its commercial viability and impact on product success. This gap in understanding is further complicated by the vague definition of "success" afforded by sales figures and review scores. In this paper, we assess reported feature quality of three commercial titles by analyzing playtesting reports and game reviews. By comparing themes and design issues expressed in game reviews to the results of pre-release playtesting for each game, we aim to highlight the value of playtesting and propose a set of guidelines for selecting playtest methods based on the needs of a given game evaluation. Through the real-world case studies presented, this paper contributes to the growing domain of games user research and highlights the value of playtesting in game development.
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INTRODUCTION
Playtesting is increasingly accepted as a standard part of the game development cycle. However, playtesting, as a term, is not always used consistently and can be interpreted differently depending on the development context. In this paper, we will use the term to refer to formative evaluation conducted by external researchers during post-production, before final release, in order to identify adjustments that bring the game closer to the developer’s intent. This approach is commonly employed in Games User Research (GUR) to improve game usability and user experience. As a field, GUR builds upon psychology and Human-Computer Interaction (HCI), aiming to help game developers achieve their design intent by performing a series of user evaluations to better understand players and their experience [6]. Many major game studios and publishers have in-house GUR facilities and staff. There are also third-party GUR specialists, which are contracted by a variety of developers of all sizes. However, while GUR is gaining traction, many developers are still hesitant to adapt GUR approaches during development.

While there exist many articles (e.g., [2, 22, 31]) on the adoption of playtesting and other GUR evaluation techniques in game development – which have provided an undeniable advancement of the field [35] – there is a lack of research and postmortem discussion regarding the impact of GUR on the quality of published games. We can identify a number of possible reasons for this deficit. First, it is partly caused by the fact that academic researchers rarely have access to research data of commercial games. Even if studios or publishers conduct the research themselves, this information is often kept internal and not publicly shared. Secondly, it is hard to measure the impact of GUR on a given game’s quality and its relation to the game’s success in the market. This circumstance is aggravated by the fact that success in the game industry is influenced by a variety of factors which cannot be viewed and assessed in isolation.

The lack of research in this area impacts the utilization of playtesting in game development, where both the effectiveness of playtesting (e.g., assessed through critical reception or return on investment [ROI]) and availability of resources (e.g., access to a playtesting lab) have a direct influence on whether playtesting (or other GUR evaluation techniques) is included in the development process.

This paper contributes to closing this gap by studying the relationship between design features highlighted through playtesting during development (pre-release) and design features pointed out by game reviews post-release. To study this, we partnered with three commercial indie game studios, conducted pre-release playtesting on their games, and provided them with playtesting reports. All three games were com-
While the adaptation and triangulation of underlying user research methods (e.g., observation, interviews) in playtesting has been covered from a methodological perspective (e.g., [21, 25]), our goal is to study the contribution of playtesting (and its underlying methods) in identifying issues that had an impact on critical reviews and players’ perception of games. This is an important question to address because it helps to demonstrate the “actual” impact of playtesting on a game. Moreover, based on the insights from these case studies, we propose a set of guidelines for selecting appropriate user research methods in playtesting procedures. To summarize, our contribution lies in studying the impact of HCI research methods in the context of game development. In particular, we make three key contributions: a) We investigate the relationship between playtesting and post-release reviews from users and critics. b) To this end, we propose an analysis approach for the above process. c) Based on our findings, we present guidelines for selecting appropriate methods in the structuring of playtests.

BACKGROUND AND RELATED WORK
Playtesting is arguably one of the most recognized evaluation techniques in GUR. Schell [29] considers playtesting a necessary part of game development to assess whether a game evokes the experience for which it was designed. In playtesting, researchers observe players while they are playing a game, often before its release. Playtesting is a term that is used in different contexts in game development and can take on different forms, including free-form play sessions and participatory design workshops, among others (cf. [7]). These approaches use the same underlying user research methods (e.g., observation, interview), but with a different core focus (e.g., co-designing with players).

In the context of this paper, we refer to playtesting as a test conducted before release where external user researchers evaluate the game, identifying adjustments to bring the game closer to the developer’s intent. Researchers usually take detailed notes on player behaviour to compare against the designers’ intended behaviour. In addition to observation, other user research evaluation methods (e.g., interview, diary study) are often combined in a single playtest procedure. For example, researchers can include interviews or questionnaires to gather more subjective data about players and their experience with a game [1]. Researchers often produce a report for game developers to inform them about possible usability and user experience issues. The main goals of this process are to assist the game developer in optimizing the design quality of their game and enhancing the player experience.

A common challenge for studios incorporating playtesting in their development cycle is maintaining a strict development budget and avoiding unnecessary expenditures. Large game publishers (e.g., Ubisoft, Sony, Microsoft, Electronic Arts) have in-house playtesting facilities and staff. Playtesting is therefore often included by default in the development cycle of larger studios. Since these companies produce many titles overlapping each other’s production, it makes sense to have internal playtesting teams [23]. On the other side of the spectrum are small and mid-sized studios, where playtesting may not always seem feasible, as it requires specialized setup and expertise. Moreover, as highlighted by Choi et al. [5], testing methods are not as well-understood in the industry as one might hope. Playtesting is a challenging process that requires careful and purposeful decision-making and can thus prove problematic for novice game designers [5].

In addition to resource-related issues, there is a lack of knowledge dissemination regarding the impact of playtesting on a game’s quality. This lack of knowledge means that studios may hesitate to invest in playtesting, as the potential return on investment is currently not well-studied. Furthermore, the immediate effects of playtesting on key performance metrics (such as sales) are hard to measure and pinpoint. Although there are several articles and conference presentations on the importance of conducting a playtest [3], or on how to conduct a playtest [24], there are very few publicly available resources (e.g., [32]) discussing the potential impacts of playtesting on a game’s ROI, quality, and overall post-release success.

This is also because there are many different ways to define success in game development, and the notion of success itself can also vary depending on the developer or game in question. There are various objective ways to measure the success of a game. For example, games can be considered successful if they have a high volume of sales, high number of daily active users, or high retention and conversion rates [18]. Success can also be determined via more subjective metrics, such as whether a game received positive reviews or a high Metacritic1 score. Many developers feel a sense of triumph if their games receive a high review score and people enjoy playing their games [27]. Securing a publisher for future projects can depend on the critical success of past efforts, and some studios even link benefits or bonuses to review scores [30].

Other definitions of how developers define success – as highlighted by Ruggiero’s GDC talk [27] – range from having a long-lasting legacy, to pushing boundaries, to providing unique experiences. Some developers feel successful if they manage to create a game that they personally love and feel proud of. Sapienza [28] notes that Ubisoft Montreal measured the success of Far Cry 5 not only in sales figures, but also in how much the studio learned and grew from the experience of developing the game. Nintendo also considers the legacy built through their many iconic intellectual properties to be a major accomplishment of the company [8].

1Metacritic is a review aggregator for games and other media that collects reviews from various sources to create an average score. http://www.metacritic.com/ (Accessed: January, 2020)
Reviews have been demonstrated as capable of impacting game sales. Several studies have investigated the effects of review comments on a player’s perception of a game. According to Livingston et al. [16], players are more prone to negatively evaluate their experience if they read negative reviews before playing a game. Following Livingston et al. [17] further, negative reviews are more likely to bias players’ impressions than positive reviews. Moreover, other studies, such as the one conducted by Meer [20], showed that when players read positive reviews before playing a game, they are more willing to buy it and are also more likely to spread positive information via word-of-mouth, leading to potentially higher sales. Internet phenomena such as review bombing, a practice where large groups of players purposefully post poor ratings for a game, also demonstrate how reviews are used in an attempt to impact sales (e.g., [9, 19]).

Review content can provide strong insights into how a game is received by players, as they contain details about the strengths and weaknesses of a given game. These comments frequently highlight issues with the game that could have been noticed (and possibly fixed) during development. The value of reviews for researching player experience has thus been recognized in industry and academia alike. Livingston [14] introduced the review analysis methodology, which has been used in large studios such as Ubisoft. This process consists of thoroughly analyzing critic reviews through qualitative coding, similar to the methodology we employed in this paper. Zagal et al. [33] surveyed game reviews from online websites and found that they are rich and varied with respect to the themes they cover. These include, among other things, the personal experiences of players as well as suggestions for improvement. Bond and Beale [4] analyzed game reviews using a grounded theory approach, extracted common features that characterize “good” games and, in turn, deduced heuristics to inform game design. These findings show that reviews can be a valuable source of insights pertaining to issues which may be identified or missed during playtesting. Zagal and Tomuro [34] made use of reviews to study cultural differences between Japanese and American players in their appreciation of games. Besides gaining insights on cultural preferences, they found that qualitative descriptions may not be matched exactly with scores, and that reviewers may award different scores despite pointing out similar issues. In our work, we thus rely on review text only, as we are interested in the particular issues noted by players and critics. In summary, game reviews have been widely studied in a general sense, but to the best of our knowledge, have not yet been applied in the context of playtesting practices.

METHOD
Our goal is to investigate the relationship between design features that are identified through different playtesting methods and compare them to key points highlighted in game reviews. By investigating this relationship, we are aiming to highlight the effectiveness of playtesting evaluation during development (pre-release) on the general reception of games. To study this, we partnered with three commercial independent game studios. The first author was involved in facilitating all playtesting sessions which were conducted external to the development team (i.e., employees of the game studies were neither involved in conducting the tests nor in preparing the reports). In all cases, the playtesting conducted was the only formal external playtesting completed on the games (although informal feedback may have been obtained while presenting the games at exhibitions). All games were in the post-production stage at the time of testing and commercially released between 2016 and 2017. Three different games from different genres were selected, as our intention is to explore the impact of playtesting across a variety of individual cases with different test designs. We anonymised (due to non-disclosure agreements with the developers) and summarized these efforts in the section below. We then waited for one year to allow for the publication of reviews before collecting reviews for each game. We used Metacritic to collect reviews from both users and professional game critics. We then analyzed and compared design issues found through the playtesting reports with design issues pointed out in game reviews. This step was completed in five phases which are explained in more detail after introducing the three cases.

Case Studies
Game A
Game A is a card collection game (CCG) where the player strategically builds a deck of cards to engage in one-on-one battles. The game board is a 3 × 2 grid where each player can place up to three cards in a round. The goal is to place a better card next to an opponent’s card to win the battle. The focus of playtesting for Game A was evaluating retention, first time user experience (FTUE), and the user interface (UI). Expert evaluation (based on design heuristics) conducted by the first author was the key method used and it was augmented by a small diary study [12] with 4 mid-core CCG players as participants. Each diary study participant played the game for around 10 hours individually. The first hour was conducted at the studio’s playtest lab and was followed by face-to-face interviews conducted by the researcher. This was done to evaluate the FTUE. The players then continued to play the game (for around 9 more hours) on their own terms and submitted their feedback via weekly emails to the researcher. Once they completed 10 hours of gameplay, each player had a phone interview with the researcher. The longer play duration and concluding interview were used to evaluate the game’s retention and gather players’ feedback on UI design.

Game B
Our second case is a multiplayer top-down western style shooter. The game provides multiple character classes known as outlaws, each with different damage, firing rate, stamina, range, speed, health, and character abilities. The developers were interested in learning about their game’s UI flow to see if players understood their menus. The developers also wanted to evaluate their tutorial and FTUE. Similar to Game A, expert evaluation was the key method used and it was supported by a small gameplay session followed by a focus group with four mid-core players. Participants played through the tutorial level in a co-located format, each on their own individual computer. Once all players completed the tutorial, teams of two were formed, where each team played against the other for four matches (each match lasted about five minutes). Teams were
mixed after each match was completed. Four researchers observed the players during gameplay (one researcher at each computer station). After playing the game for 30 minutes, all four participants were first individually interviewed by their assigned researcher before participating in a focus group discussion led by the main researcher.

**Game C**
Our final case is a hardcore platformer where players control two characters simultaneously to navigate through platforming puzzles. The game utilizes the PS4 controller touchpad to directly interact with items in the game. The developers were interested in evaluating the entire player experience and balancing difficulty. Two rounds of playtesting were conducted on the game. In round one, nine players individually played through the first two worlds of the game (playtest focused on FTUE) totalling about one hour of gameplay; the researcher observed the gameplay and interviewed each player after the session. In round two, eight players (four returning from the first round) were recruited to play the first four worlds totaling around three hours of gameplay (playtest focused on FTUE and balancing difficulty). The returning players completed Worlds 3 and 4, where the new players started the game from World 1 and played until the end of World 4. Similar to the first round, the researcher observed all gameplay and interviewed each player individually after their session. In order to balance difficulty, the second round used analytics, specifically tracking the players’ avatar position, jumps, death locations, and time to complete each level.

**Review and Playtest Report Analysis**
To contrast the types of design features identified through playtesting with those areas focused on by critics and players, we conducted a comparative analysis of review data and playtesting reports for the case studies listed above.

For each of the three games studied, we collected reviews from Metacritic\(^1\). We chose Metacritic for this process due to its popularity and its compilation of both professional critics and user reviews from all over the world. In the following analysis, we will not distinguish between reviews from users and critics (in order to capture all review comments) and will collectively refer to them as game reviews. The reviews downloaded represented all of those available on Metacritic for the games chosen as of the collection date (June 2018). The gathered reviews were then checked for suitability by excluding those that we deemed unusable for analysis due to a poor English translation (sometimes Metacritic reviews originate from non-English language websites), not relating to the game at all (sometimes reviews are added for the wrong game), or for which the full text was not available on the Internet (sometimes Metacritic adds the score from a review which was only published in a printed magazine). Lastly, we combined reviews into three distinct corpora, one for each game, as summarized in Table 1.

**Extracting Game Features from Review Data**
To identify and assess the themes and issues discussed in each collection of reviews, we employed a hybrid deductive and inductive content analysis approach similar to that described by Fereday and Muir-Cochrane [10]. Our process consisted of five main phases:

- **Phase 1 – Collaborative deductive category/feature generation.** Four researchers were involved in the initial brainstorming of codes. All four researchers are experts in GUR and/or game design. We defined features as specific components or qualities of a game or its subsystems (e.g., combat mechanics, engagement, art style) falling within broader descriptive categories (e.g., GAMEPLAY, USABILITY). During our brainstorming session, we referenced the reviews loosely without reading them individually in detail. The codes generated were based primarily on researchers’ design expertise and the formal elements of game design (see, e.g., [11]). These initial features and categories served as the basis for inductive refinement in Phase 2.

- **Phase 2 – Individual inductive feature generation.** Three of the researchers from the initial session individually read through every review corpus to familiarize themselves further with each game and its reception. During this process, each researcher independently edited their own copy of the initial feature and category list to better reflect the content of each game. Researchers were permitted to modify the list differently for each game to account for differences emerging from a game’s specific genre and mechanics (e.g., “platforming” is a feature in Game C but not in Game A or Game B).

- **Phase 3 – Collaborative finalization of categories and features.** Following individual review, the researchers met again to compare their insights and merge their changes into a master list of categories and features which was agreed upon for each game. The finalized collection of categories and features for each game are summarized in Table 2, 3, and 4. Little disagreement occurred between the researchers during the process of finalizing the feature lists; any conflicts were resolved through discussion until a consensus was reached.

- **Phase 4 – Independent coding.** After finalizing our feature lists, we performed a single round of independent review coding to gain an approximate assessment of the relative importance of each issue. Two of the researchers involved in the code generation process independently read through the reviews after a short meeting to ensure sufficient common ground and understanding was present to interpret features similarly. Individual reviews were assigned codes for each feature, deeming its treatment of the feature as positive, negative, neutral (“neutral” was assigned for outright statements of a feature being unremarkable as well as cases where both positive and negative points were made), or not present (if the review did not mention a feature at all).

<table>
<thead>
<tr>
<th>Game</th>
<th>(R_{total})</th>
<th>(R_{cleaned})</th>
<th>(\bar{w})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Game B</td>
<td>54</td>
<td>44</td>
<td>1110</td>
</tr>
<tr>
<td>Game A</td>
<td>17</td>
<td>15</td>
<td>1050</td>
</tr>
<tr>
<td>Game C</td>
<td>30</td>
<td>21</td>
<td>1055</td>
</tr>
</tbody>
</table>

\(R_{total}\) = total number of reviews, \(R_{cleaned}\) = number of reviews after cleaning
\(\bar{w}\) = approximate average word count

Table 1. Details on each of the three sets of collected reviews.
Phase 5 – Collaborative review of coding results. After coding, the two researchers involved met again to discuss discrepancies in their analysis and correct any errors in the process of combining their results. We elected not to perform a statistical analysis of inter-coder reliability on a per-item basis, due to the large number of features coded, limited sample size (particularly for Game A and Game C), our work’s focus on the identification rather than quantization of features, and above all, the fact that our codes are not mutually exclusive (i.e., a comment in a review can relate to multiple codes). However, we did consider the total number of instances identified for each code (e.g., “number of reviews mentioning level design positively”, “number of reviews not mentioning game narrative”) for each review corpus, to give a coarse indication of the perceived importance and quality of features for each game. These totals were calculated as the average of the totals found by each coder. Anecdotally, we found that more specific features (e.g., “monetization” in Game A) tended to have higher agreement between coders than features which had inherently more ambiguous interpretations (e.g., “engagement”), despite meeting to discuss feature definitions before coding. While this part of our process serves only as a supplement to our main focus, the challenges involved with generating a coding scheme suitable for quantifying issues in game reviews may form an interesting basis for future work.

Comparative Feature Analysis

After completing our analysis of the collected reviews, we reviewed the playtesting reports generated from each of the case studies described earlier. For each of the features we inferred from the review data, we determined whether or not the feature was addressed by the playtest through analyzing the issues covered in the report. We then assessed the presence or absence of these features (and more broadly, their respective categories) to understand how the different user research methods and playtesting formats employed in generating each report contributed to its ability to address the areas highlighted in game reviews.

We also performed an exploratory assessment of feature quality and importance to the reviewers for each game, based on the results of the coding described in the previous section. To provide an approximate prioritization of features, we consulted similar work done by Livingston and Mandryk [15] on quantifying the impact of game issues based on heuristic evaluation scores and genre weightings, as well as the issue prioritization metrics of severity and frequency suggested by Nielsen [26]. Since we are operating on a much different dataset, we devised our own method using the number of reviews mentioning each feature in a certain sentiment (positive, negative, or neutral) to calculate indices representing a feature’s quality, importance, and overall priority. These indices are calculated for each feature $f$ based on simple proportionate comparisons of different mentions as follows:

$$I_{\text{quality}}^{f} = \frac{R_{+}^{f} - R_{-}^{f}}{R^{f}}$$
$$I_{\text{importance}}^{f} = \frac{R^{f}}{R}$$
$$I_{\text{priority}}^{f} = I_{\text{quality}}^{f} + I_{\text{importance}}^{f}$$

Where $R$ is the total number of reviews, $R_{+}^{f}$ the number of reviews mentioning a feature, and $R_{-}^{f}$ the number of reviews being positive or negative about a feature. Thus, $I_{\text{quality}}$ is a measure of the polarity and extent with which a feature was received, while $I_{\text{importance}}$ quantifies how much attention a feature received across all reviews. A positive priority index indicates that a feature was well-received, while a negative priority index means that a feature was poorly received. A larger absolute value indicates that a feature was mentioned in more reviews, and/or the feature had a greater critical consensus. We also normalized the priority indices independently for each game based on their maximum value in order to provide a more uniform indication of relative feature importance. Thus, a value close to 1.0 signifies that a feature was mentioned by many reviews and was generally liked, while a value close to -1.0 indicates that a feature was mentioned frequently but was generally disliked. Values close to 0.0 can arise from either neutral or polarized opinions of a feature, or relatively little presence in reviews at all. In these cases, consulting the quality and importance indices can provide further insight. As a supplement to our analysis of features included or omitted from playtesting reports, we considered the priority indices as indications of which features should receive additional attention in playtesting reports.

RESULTS

For each game, we have compiled the complete feature list, playtesting report coverage, and quality, importance, and priority indices into a summary table (Table 2 to 4). Additionally, the tables list the total positive, negative, and neutral mention tallies for each feature. Note that half values can occur since instance counts were averaged between the two coders. We are especially concerned with identifying those areas highlighted in reviews which were not present in the playtesting reports, as well as indicating gaps between the methods chosen and the needs of the games studied.

Game A

The playtesting report for Game A highlighted features from every category with the exception of Art & Sound. Issues identified related to Engagement (the game’s ability to hold players’ attention and promote immersion), Depth (referring to complexity in tactics and game mechanics), Singleplayer (the game’s solo campaign outside competitive play), AI (the quality of play from computer-controlled opponents), Monetization (the game’s implementation of a free-to-play model), Polish/Bugs (general technical competence), UI/Menus, and Player Learning. Of the eight features highlighted by the report, three were deemed problematic by the overall opinion of reviewers (AI, Polish/Bugs, and UI/Menus).

The most negatively received feature overall, Sound (the game’s auditory cues and sound design), was not mentioned in the playtesting report. All other negatively critiqued issues were highlighted by the report, with only a couple of other excluded features approaching possible contention on the part of the reviewers (e.g., Balance, or the game’s strategic fairness).
Game B
The features included in the playtesting report for Game B fell within the Usability and Learning & Difficulty categories. We identified three features highlighted by the report: Controls (game input), Tutorialization (how in-game mechanics are taught to the player), and Practice Mode (a game mode specific to Game B for players to hone their skills outside of competitive play). One of these features was noted by the reviewers to require improvement (Tutorialization). Practice Mode was well-received but not noted in a large proportion of reviews, while Controls were somewhat contentious and mentioned in approximately ¼ of all reviews.

Five features were absent from the playtesting report but poorly received by the reviewers, falling within the Content and Usability categories. These features were Level Variety (the diversity of levels available to play), Game Modes (the different match types available), Story, Polish/Bugs (general technical competence and glitches), and Networking (practical function of the game’s online features and matchmaking). Reviewers generally did not take issue with features in the Gameplay and Art & Sound categories, which were also not commented on in the playtesting report.

Game C
The playtesting report of Game C highlighted features from each of the five categories. Issues mentioned were identified as relating to Boss Fights (periodic combat-focused sections of the game), Art Style (the game’s overall visual impression), Puzzle Design, Controls (game input), Touchpad (use of the touchpad on compatible game controllers specific to Game C), Tutorialization (how in-game mechanics are taught to the player), and Difficulty Curve (sequencing and progression of game challenge). Of these seven features, three were poorly received (Boss Fights, Controls, and Tutorialization). Two others, Touchpad and Difficulty Curve, were both highly contentious, being mentioned in a significant number of reviews with both complaints and praise.

Polish/Bugs (the game’s general technical competence) was the only feature that was both negatively received and not highlighted by the playtesting report. Generally speaking, all other features were either well-received, addressed by the playtesting report, or both.

DISCUSSION
In reflecting upon the results of our review analysis, we can observe some general trends beginning to emerge. For each of the three games studied, features related to the games’ core mechanics were discussed frequently in game reviews. Many of the features among those with the highest importance indices for each game were directly related to its core; such as Platforming and Dual Characters for Game C; Engagement and Multiplayer for Game B; and Balance and Crafting for Game A. This reinforces the idea that, as the foundation of a player’s experience and thus a key factor in critical reception, a game’s playtesting is well-advised to focus at least partially on the quality of its core gameplay mechanics. We might expect that this trend extends to those features more strongly tied to a game’s genre (e.g., on average, features related to combat would see more weight in reviews of a first-person shooter as opposed to a platformer, while features related to controls would be seen as more important in a platformer when compared to a strategy game). However, further work is needed to investigate or attempt to quantify such patterns in a more general context.

Another observation pertinent to each of the games studied is that aspects outside of the game’s core play mechanics can also form the focus of critical analysis – at times, arguably more so than the mechanics themselves. In Game C, for example, Story was discussed to some extent in nearly every review, with references to Art Style and Sound also popular among reviewers. All three of these features were observed to appear in more reviews than Puzzle Mechanics, despite the fact that Game C is a puzzle-platforming game. Similarly, reviews for Game A contained frequent discussions of Story and Graphics, just as Art Style was often mentioned in reviews of Game B.

This tendency of game reviewers to focus not only on a game’s core may serve to bolster or damage its critical reception. While a game might be lauded for features outside of core gameplay, the most severe issues identified by reviewers may also stem from factors beyond play mechanics. For instance, technical polish was a consistent concern for each of the games studied. Features related to longevity – such as the variety of a game’s content – were also pertinent in reviews, though these features were received with marked differences in opinion between the games studied. The manner in which these patterns were expressed in each case can help us to learn how specific playtesting protocols can affect the ability of a playtest to address specific game features. In the following we discuss our results with respect to the three games in more detail.

Game B
Of the three games studied, Game B had the greatest mismatch between game review analysis and playtest reporting, with five critically problematic features “missing” from the playtest report. When reflecting on the testing focus and protocol used, the origin of this disparity becomes apparent. Among the three games, Game B had the shortest playtest by far, with the fewest participants, and a stated focus on tutorial and first-time user experience. Examining the nature of the test’s structure, it follows naturally that these five problem features would not be addressed by the subsequent report.

Two of the poorly received features absent from the playtest report are related to the game’s technical proficiency – Polish/Bugs and Networking. One could argue that playtesting and quality assurance (QA) are two separate disciplines – that it is not the responsibility of user researchers to find and report bugs. While this is a valid argument, this quandary begs the question of whether user researchers should bother reporting bugs when they are observed, citing them as “a problem for the QA team”. However, this mindset bears the risk of rendering the test as somewhat of a sieve for technical issues. Sometimes playability issues identified during playtesting may also point to technical issues of relevance for QA, which should be shared with developers accordingly. Such an approach could offer an additional benefit, for instance, for independent developers with a limited budget available for QA. While this
<p>|
|---|---|---|---|---|---|---|</p>
<table>
<thead>
<tr>
<th>Category</th>
<th>Feature</th>
<th>in report</th>
<th>$I_{quality}$</th>
<th>$I_{importance}$</th>
<th>$I_{priority}$</th>
<th>$#_{positive}$</th>
<th>$#_{negative}$</th>
<th>$#_{neutral}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Engagement</strong></td>
<td>✓</td>
<td>0.83</td>
<td>0.40</td>
<td>0.33</td>
<td>0.77</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Depth</strong></td>
<td>✓</td>
<td>0.76</td>
<td>0.57</td>
<td>0.43</td>
<td>1.00</td>
<td>7.5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Balance</strong></td>
<td>✓</td>
<td>0.36</td>
<td>0.17</td>
<td>0.17</td>
<td>0.38</td>
<td>4</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>Multiplayer</strong></td>
<td>✓</td>
<td>0.80</td>
<td>0.33</td>
<td>0.27</td>
<td>0.62</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Singleplayer</strong></td>
<td>✓</td>
<td>0.73</td>
<td>0.37</td>
<td>0.27</td>
<td>0.62</td>
<td>4.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Ranking</strong></td>
<td>✓</td>
<td>0.75</td>
<td>0.13</td>
<td>0.10</td>
<td>0.23</td>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Crafting</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.40</td>
<td>0.40</td>
<td>0.92</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>AI</strong></td>
<td>✓</td>
<td>-1.00</td>
<td>0.07</td>
<td>-0.10</td>
<td>-0.15</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Graphics</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.40</td>
<td>0.40</td>
<td>0.92</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Art Style</strong></td>
<td>✓</td>
<td>0.50</td>
<td>0.13</td>
<td>0.07</td>
<td>0.15</td>
<td>1.5</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td><strong>Animation</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.13</td>
<td>0.13</td>
<td>0.31</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Sound</strong></td>
<td>✓</td>
<td>-0.60</td>
<td>0.17</td>
<td>-0.10</td>
<td>-0.23</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Monetization</strong></td>
<td>✓</td>
<td>0.55</td>
<td>0.67</td>
<td>0.37</td>
<td>0.85</td>
<td>7</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>Story Variety</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.27</td>
<td>0.27</td>
<td>0.62</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Level Variety</strong></td>
<td>✓</td>
<td>-0.54</td>
<td>0.15</td>
<td>-0.08</td>
<td>-0.19</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>Characters</strong></td>
<td>✓</td>
<td>0.65</td>
<td>0.47</td>
<td>0.37</td>
<td>0.85</td>
<td>6.5</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Game Modes</strong></td>
<td>✓</td>
<td>-0.19</td>
<td>0.31</td>
<td>-0.06</td>
<td>-0.14</td>
<td>4.5</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td><strong>Story</strong></td>
<td>✓</td>
<td>-1.00</td>
<td>0.07</td>
<td>-0.07</td>
<td>-0.16</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Graphics</strong></td>
<td>✓</td>
<td>0.73</td>
<td>0.30</td>
<td>0.22</td>
<td>0.51</td>
<td>11</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Art Style</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.31</td>
<td>0.31</td>
<td>0.73</td>
<td>13.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Animation</strong></td>
<td>✓</td>
<td>0.33</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>1</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td><strong>Sound</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.09</td>
<td>0.09</td>
<td>0.22</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Atmosphere</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.08</td>
<td>0.08</td>
<td>0.19</td>
<td>3.5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Level Variety</strong></td>
<td>✓</td>
<td>-0.54</td>
<td>0.15</td>
<td>-0.08</td>
<td>-0.19</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>Characters</strong></td>
<td>✓</td>
<td>0.65</td>
<td>0.47</td>
<td>0.37</td>
<td>0.85</td>
<td>6.5</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Game Modes</strong></td>
<td>✓</td>
<td>-0.19</td>
<td>0.31</td>
<td>-0.06</td>
<td>-0.14</td>
<td>4.5</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td><strong>Story</strong></td>
<td>✓</td>
<td>-1.00</td>
<td>0.07</td>
<td>-0.07</td>
<td>-0.16</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Graphics</strong></td>
<td>✓</td>
<td>0.73</td>
<td>0.30</td>
<td>0.22</td>
<td>0.51</td>
<td>11</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Art Style</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.31</td>
<td>0.31</td>
<td>0.73</td>
<td>13.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Animation</strong></td>
<td>✓</td>
<td>0.33</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>1</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td><strong>Sound</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.09</td>
<td>0.09</td>
<td>0.22</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Atmosphere</strong></td>
<td>✓</td>
<td>1.00</td>
<td>0.08</td>
<td>0.08</td>
<td>0.19</td>
<td>3.5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Level Variety</strong></td>
<td>✓</td>
<td>-0.54</td>
<td>0.15</td>
<td>-0.08</td>
<td>-0.19</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>Characters</strong></td>
<td>✓</td>
<td>0.65</td>
<td>0.47</td>
<td>0.37</td>
<td>0.85</td>
<td>6.5</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Game Modes</strong></td>
<td>✓</td>
<td>-0.19</td>
<td>0.31</td>
<td>-0.06</td>
<td>-0.14</td>
<td>4.5</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td><strong>Story</strong></td>
<td>✓</td>
<td>-1.00</td>
<td>0.07</td>
<td>-0.07</td>
<td>-0.16</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 2. Results of comparative review and report analysis for Game A.**
debate is far beyond the scope of our current work, measures may be taken to allow playtesting to function as an additional stage of identifying technical issues – for example, ensuring that the QA team has access to recorded gameplay footage.

The usability of the game’s Networking and understandability of its Ranking system – another feature receiving low review reception – is a different story. Since the playtest of Game B used co-located participants in the game’s local multiplayer mode, it would have been impossible for the test to evaluate any aspect of networked multiplayer. Validation of these features could have been pursued through an appropriate test later in development, such as a remote playtest, or closed beta with player questionnaires.

The three remaining negative features not present in the playtesting report are Level Variety, Game Modes, and Story, all falling into the broader category of Content. Generally, comments in reviews related to these features cited their failure to promote the game’s longevity and replayability, primarily lamenting a lack of diversity in the combat modes and maps available. Given that these concerns only reveal themselves after players have engaged with the game for a time, it makes sense that they simply would not arise in an hour-long session focused on FTUE. For issues related to a game’s longevity, longer-term test structures, such as diary studies, may be advisable. Shorter-term studies with a focus on content variety – such as focus groups evaluating a game’s catalogue of levels or characters – may also help to evaluate these concerns.

Those features that were present in the report arise naturally from the focus of the test – Controls, Tutorialization, and Practice Mode. Since participants were engaging with the game for the first time, one would expect that the issues observed would stem primarily from initial impressions of the game’s interaction scheme, learning its mechanics, and practising those mechanics as they became proficient. Thus, we might conclude that a short-term FTUE evaluation is best suited for the evaluation of features related to core interactions (e.g., controls and user interface) and player learning (e.g., tutorialization).

Game C

Game C’s playtest addressed most of the features which were seen as problematic in game reviews. At a high level, this likely stems in part from the larger sample size (14 players in total) and longer total session length (approximately 3 hours). The resultant reports addressed concerns relating to each of the five categories identified (Gameplay, Art & Sound, Content, Usability, Learning & Difficulty). The only feature absent from the testing reports that received negative reception was technical Polish – as discussed above, this is less of a question regarding the testing methods employed and more a debate about the goal of playtesting and user research in general. Looking at the features that were addressed, we can form connections between the nature of the test design used to evaluate Game C and the issues identified.

The Game C playtest identified issues related to the features associated with FTUE discussed above – Tutorialization, Controls, and Touchpad. Arguably, the report comments associated with Art Style may be better categorized as relating to user interface (another key factor in users’ initial impressions of usability), though UI was not identified as a notable feature discussed explicitly in the game’s reviews. It follows that a longer testing session will naturally cover many of the concerns related to FTUE. Thus, when a game is at a suitable stage in development, a longer test is advisable to increase the breadth of features that can be tested, assuming sufficient resources are available.

The more protracted nature of Game C’s test design allowed it to identify issues with features related to long-term play, such as Boss Fights, Puzzle Design, and the game’s Difficulty Curve. Concerns with the level progression and difficulty over several hours of play would be impossible to identify with a shorter test format. The identification of these issues was also supported by the data collection methods employed, namely the inclusion of metrics. This data made it possible to assess player performance in much greater depth, with certain measurements especially pertinent to each of the features mentioned above (e.g., using player death counts to identify difficult boss fights, consulting a map of attempted jumps and deaths to flag frustrating puzzle segments, and examining how these metrics change as the game progresses).

Game A

Game A’s playtest report covered most of the design issues echoed by the game reviews. Game A had the longest total playtime per player overall, though with just four participants, quite a small sample size. Extended playtime proved effective in ensuring the test’s overall breadth, addressing features from every category with the exception of Art & Sound. Unlike the other two tests, technical Polish was addressed in the report for Game A, as were the expected FTUE concerns of User Interface and Player Learning. This provides further support for the idea that long-term user studies will naturally allow for the evaluation of many FTUE elements. While the timing of the Game A test in the development cycle prohibited the evaluation of multiplayer, it addressed issues related to the game’s single-player campaign and consequently the strength of AI opponent design.

The extended length of the playtest also facilitated the identification of issues relating to long-term Engagement and strategic Depth, in line with the test’s stated goal of assessing retention and engagement. The test also addressed problems with the game’s Monetization strategy, suggesting a rebalance to improve the perceived value of in-game rewards. This contrasts the inability of shorter tests to address features contributing to longevity, as was the case with Game B. However, it should be noted that the report for Game A still does not comment on many aspects of the game’s content (e.g., variety of game elements) – though these features were well-received in the game reviews. Direct probing of such questions may be advisable for longer-term tests to gain a more complete understanding of a game’s longevity.

Only one feature with negative overall reception was absent from the playtest report – Sound. This omission is interesting; sound was not discussed in a very sizeable number of reviews, and likewise its absence from the playtesting report may be due to the small sample of players selected and the nature of
the game in question. Since players were left to play the game during their everyday routine for the majority of total playtime, they may have simply played with the sound off, a common habit when playing on a mobile device. This oversight occurs perhaps all too frequently – sound design is notorious for its often late inclusion in the development cycle. However, the importance of sound, or perhaps more accurately poor sound, should be considered in the evaluation of the complete user experience.

Summary and Selection of Playtesting Protocols
Overall, we can make some additional observations about the ability of typical playtest reports to address features important to a game’s critical reception. For instance, we have consistently observed a lack of comments in the playtest reports studied on aspects of a game’s creative direction – perhaps since qualities such as graphics and art style are seen as too subjective to be evaluated with a few participants. However, features such as animation and sound design can form critical components of a game’s feedback system, and the importance of game aesthetics in game reviews is hard to ignore. It is arguable that user research in general may benefit from broadening its focus beyond usability to include more questions of how a game’s presentation may improve user experience. In doing so, it may be possible to extract deeper insights from players when probing their initial impressions (e.g., if a player comments negatively on a character’s movement, asking only about how the controls could be improved may overlook potential issues with the game’s animation design). It is important to point out that larger sample sizes (i.e. more participants) are needed when attempting to answer more subjective questions.

Another consideration to be made is the tendency of playtesting reports to focus on problematic aspects of a game, rather than also highlighting the features players enjoyed. A game’s reception is ultimately both additive and subtractive. While problems will impact its reputation negatively, its strengths serve equally to improve its overall image. Identifying these strengths as a part of playtesting reports may help developers to focus on and polish those features which players enjoy the most, and potentially inform aspects of post-production, such as marketing strategy.

In general, it is not easy to comment on the connection between certain user research techniques (such as semi-structured interviews) and the types of features that can be addressed through them due to their open-ended nature. Here, we can only advise that user researchers directly address suspected areas of critical importance as directly as possible – for example, by following up with players on their perception of core mechanics even if they do not comment on those mechanics during a testing session. Certain techniques lend themselves naturally to the identification of specific issues as discussed when noting the ability of Game C’s test to pinpoint difficulty problems by using game metrics. The format of a test – including session length, environment, and participant sample size – is also critical in determining its ability to validate certain features, a principle which consistently arose in our analysis of the three games studied. Placement and timing of a test in a game’s development cycle is also crucial – testing certain features may simply be impossible depending on when the test is planned.

FUTURE WORK
In this work, we combined reviews written by professional critics and users into a single corpus for each game to increase sample size and promote an overview of issues identified in all reviews. On the other hand, this mixing of user and critic reviews, may have resulted in some ‘noise’ as users may have different concerns than professional reviewers. A future direction would thus be to differentiate between these two categories, as patterns may emerge in the types of features discussed and the relative importance given to different features. It should also be noted that, given our focus on playtesting, we chose to examine smaller projects from independent studios, as playtesting reports from larger studios are often less accessible due to stricter confidentiality policies. Despite this, we expect our results and our methodology for assessing the effectiveness of playtesting techniques to also generalize to other games, at least to a certain degree. Players may, for example, have different expectations and may be less lenient when evaluating AAA titles. This in itself may also be an interesting avenue for further research to establish an understanding of how players’ expectations differ depending on factors such as genre, production budget, publisher size, and so on. Such research could help provide pointers on what aspects to focus on in playtesting for different projects and studios. Our focus on indie games resulted in a lower number of reviews available for each title when compared with large AAA releases. This had the benefit of resulting in a manageable number of reviews for manual inspecting and coding. At the same time, this means that our approach may not scale directly to games with a significantly larger number of game reviews. However, we can envision a semi-automated process which takes advantage of natural language processing (NLP) techniques to assist in this process. When using this method, one should also take precautions regarding “troll” reviews and abusive practices such as review bombing (cf. [19]). In our case, this was not an issue, as manual inspection could identify such problems with relative ease. However, when employing an automated approach and/or combing through a larger corpus of reviews, these potential pitfalls should be kept in mind.

Lastly, we would like to stress that our goal was to identify whether design issues pointed out by playtesting reports match those pointed out in game reviews. In doing so, we hoped to gain insights regarding which aspects of a game playtesting should focus on and the suitability of different evaluation methods under different circumstances. We did not investigate how and if issues noted in a playtesting report were addressed by the developers and if the report itself was of sufficient qual-
was identified but was still negatively received in the released paper, we reported on three case studies where we analyzed the return on investment and usefulness of playtesting. In this impact on the game quality means that many studios question However, a lack of research on the value of playtesting and its aims to assist developers in achieving their design intent and is of vital importance. User research (often via playtesting) understanding how players interact and behave during gameplay gain positive reception from the community. Therefore, un-

indication of product quality and can have a direct impact on
cess. One key metric is game reviews, as reviews provide an of downloads, review scores) can define and contribute to suc-

it to allow them to act upon it. For example, an issue which was identified but was still negatively received in the released game may have received less attention than warranted because of limited resources or other development constraints. This is a worthwhile area to consider for future work, examining how developers utilize playtesting reports and which issues are fixed or neglected and why, can shed further light on the viability, plausibility, and persuasiveness [13] of playtesting.

CONCLUSION

Attempting to correlate development practices with game quality and post-release success in the game industry is inherently complicated, as many different metrics (e.g., revenue, number of downloads, review scores) can define and contribute to success. One key metric is game reviews, as reviews provide an indication of product quality and can have a direct impact on sales and other metrics. Game studios aim to develop high-quality games that deliver a fun experience for players and gain positive reception from the community. Therefore, understanding how players interact and behave during gameplay is of vital importance. User research (often via playtesting) aims to assist developers in achieving their design intent and help to identify and resolve design issues during development. However, a lack of research on the value of playtesting and its impact on the game quality means that many studios question the return on investment and usefulness of playtesting. In this paper, we reported on three case studies where we analyzed playtesting reports for three commercial games (pre-release) and reviews published for each game after its release. Through these unique and real-world case studies, our paper contributes to the growing domain of games user research and highlights the value of playtesting in game development. In particular, we detailed an analysis approach for extracting key game features from game review data. Through comparison of the identified features in reviews (based on our case studies) with the features highlighted in different playtesting reports with different underlying evaluation methods, we explored the relationship between different playtesting procedures and key game features they can investigate. Moreover, we proposed guidelines for structuring playtests and selecting methods according to their ability to address specific game features.

<table>
<thead>
<tr>
<th>Game Features</th>
<th>Suggested Test Structures</th>
<th>Supporting Methods</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core gameplay (e.g., platforming, shooting, combat)</td>
<td>Short-term sessions with a demo to showcase required mechanics, long-term sessions</td>
<td>Semi-structured interviews, thinking-aloud, observation</td>
<td>It is important that players are able to experience all mechanics during the play session. All mechanics should be followed up on, even if players do not comment on them during the playtest.</td>
</tr>
<tr>
<td>Long-term engagement (e.g., depth, strategy, achievement system)</td>
<td>Long-term sessions (preferably in a player’s home environment)</td>
<td>Player diaries, questionnaires, analytics, semi-structured interviews</td>
<td>Leaving players to their own setup can help to ensure that their impressions are organic, giving a better idea of what real players will feel like when playing for hours after purchasing the game.</td>
</tr>
<tr>
<td>Multiplayer (e.g., ranking system, matchmaking)</td>
<td>Co-located or remote short-term sessions, soft launches &amp; beta testing</td>
<td>Group interviews, questionnaires (for remote tests/beta tests), analytics</td>
<td>Depending on the type of interactions permitted and the game’s scale, a local (co-located) test may not provide sufficient coverage.</td>
</tr>
<tr>
<td>Graphics, art style, animation, sound, etc.</td>
<td>A/B testing (e.g., comparison of different sound designs), focus groups, any session type supported by interviews</td>
<td>Post-gameplay review of specific images, animations, sounds, semi-structured interviews, questionnaires, analytics</td>
<td>Questions related to visual/auditory feedback may be used in probing issues stemming from usability or the feeling of mechanics. Practical concerns, such as large sample size and speaker/display setup, should not be neglected.</td>
</tr>
<tr>
<td>Narrative, level variety, game modes, etc.</td>
<td>Long-term sessions, soft launches &amp; beta testing, content-based focus groups</td>
<td>Semi-structured interviews, questionnaires (e.g., ranking/preference), analytics</td>
<td>Since content variety may only become an issue for players after a longer play time, a soft launch is especially relevant for games with a larger scope or longer intended playtime. Large sample sizes are recommended.</td>
</tr>
<tr>
<td>General usability (e.g., controls, user interface)</td>
<td>Any session, particularly FTUE evaluations to capture users’ first impressions</td>
<td>Observation, interviews</td>
<td>Issues identified in this category may relate back to core gameplay features or feedback (e.g., animation/sound design).</td>
</tr>
<tr>
<td>Short-term challenges (e.g., tutorials, onboarding)</td>
<td>Short-term FTUE evaluations, short/long-term gameplay sessions</td>
<td>Skill-check interviews, observation, analytics</td>
<td>Many longer sessions will be able to naturally identify FTUE issues, as long as appropriate questions are asked.</td>
</tr>
<tr>
<td>Long-term challenges (e.g., difficulty curve, mastery)</td>
<td>Long-term gameplay sessions</td>
<td>Analytics, questionnaires</td>
<td>Long-format sessions are essential. Employing metrics or simple measurements of player performance greatly assists evaluation of difficulty. Large sample sizes are recommended.</td>
</tr>
</tbody>
</table>

Table 5. Proposed guidelines for structuring playtests and selecting methods according to their ability to address specific game features.
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